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ABSTRACT

The painting and welding monitoring system
represents an advancement intended to improve
efficiency and quality in manufacturing
procedures. This study evaluates customer
satisfaction levels concerning the system by
employing the Naive Bayes algorithm. Data was
gathered through customer surveys,
concentrating on essential factors such as
reliability, ease of use, and the accuracy of the
information delivered by the system. The Naive
Bayes algorithm was applied to forecast
customer satisfaction based on the collected
survey data. The findings suggest that customer
satisfaction levels can be determined with high
precision, with reliability being the most
significant factor. These results offer important
insights for system developers to enhance the
functionality of the painting and welding
monitoring system.

DO https://doi.org/10.59890/ijels.v3i1.169 1533

https:/ /journal.multitechpublisher.com/index.php/ijels



https://doi.org/10.59890/ijels.v3i1.169
https://journal.multitechpublisher.com/index.php/ijels
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

Rizkiyah, Sunge, Zy

INTRODUCTION

In the digital transformation era, efficiency and accuracy are paramount for
business success, especially in industries such as manufacturing, construction,
and other technical fields. One area requiring improvement is the monitoring of
painting and welding tasks. These tasks, often conducted manually, are prone to
inefficiencies, inaccuracies, and delays (Taheri Kahnamouei & Moallem 2024).

Digital transformation has reshaped operational paradigms, encouraging
industries to adopt automated systems for enhanced efficiency. Despite this shift,
many organizations continue relying on traditional methods, which are labor-
intensive and susceptible to human error (Mastarida et al., 2022). Painting and
welding processes, for instance, demand meticulous monitoring to ensure
quality, yet their management often lacks integration with advanced digital tools.

According to (Ghifari et al., 2023), leveraging technology in industrial
operations enhances both productivity and accuracy. However, the challenge lies
in implementing systems that align with user needs while maintaining reliability.
Effective monitoring systems must provide real-time data and predictive insights
to support decision-making.

Furthermore, successful adoption of such systems is influenced by user
satisfaction, which integrates factors like usability, reliability, and responsiveness
(Haerani et al., 2019). (Studies by Lusardi et al., 2010) (Sabri & MacDonald, 2010)
highlight the growing role of machine learning in addressing customer needs,
showcasing how predictive analytics can enhance operational decisions.

This study introduces an automated monitoring system integrated with the
Naive Bayes algorithm to predict and analyze customer satisfaction. This system
aims to improve efficiency, accuracy, and accessibility. Specifically, this research
explores the factors influencing satisfaction and offers a framework for
improving system functionality. By identifying key satisfaction determinants,
these findings aim to guide system developers in overcoming operational
glitches and creating better user experiences. The main contribution of this
research is the development of an automatic monitoring system based on the
Naive Bayes algorithm which not only predicts the level of customer satisfaction
but also provides deeper insight into the factors that influence satisfaction so that
it can help make more precise decisions and improve service quality overall.

LITERATURE REVIEW

Customer Satisfaction

Customer satisfaction is a critical metric for assessing service quality and
operational performance. It reflects the degree to which products or services meet
or exceed customer expectations. Key factors influencing satisfaction include
reliability, ease of use, and accuracy, which align closely with this study’s focus
(Oliver, 1997).

Naive Bayes Algorithm

The Naive Bayes algorithm is a probabilistic machine learning method
commonly used for classification tasks. Its key strength lies in its simplicity and
efficiency, particularly in high-dimensional data scenarios. Despite assuming
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feature independence, the algorithm delivers robust results in applications such
as text classification and sentiment analysis.

Previous Studies

e (Hopipah & Mayasari, 2021) employed Naive Bayes and backward
elimination for customer satisfaction classification, achieving significant
improvements in accuracy.

e (Chrishariyani et al., 2022)analyzed customer satisfaction in food delivery
services using Naive Bayes, achieving 100% accuracy.

e (Ghifari et al., 2023)developed a monitoring system for improving task
management in industrial settings, emphasizing system efficiency and
reliability.

e (Wantoro, 2021)highlighted the importance of real-time monitoring
systems in improving operational workflows, particularly in maintenance
and repair services.

e (AMELIA et al., 2021) explored the application of data-driven approaches
to enhance logistical efficiency in manufacturing settings.

¢ (Ulfah et al., 2023) investigated the role of quality management systems in
enhancing customer satisfaction through optimized monitoring.

e (Jollyta et al., 2020) introduced advanced data mining techniques to analyze
customer preferences and improve satisfaction metrics.

e (Saputra et al, 2018) applied decision support systems to classify
satisfaction in various industrial domains, emphasizing the role of
algorithms like Naive Bayes.

e (Ariani et al., 2018) Employee recruitment with a manual system has
obstacles due to time and subjective selection. With the research of
employee status determination classification, the right pattern is obtained.
The Naive Bayes and Rapidminer methods are very easy to use.

e (Zy et al.,, 2023) In this study, it is recommended to use the Decision Tree
Algorithm as a decision-making tool for classification on the NSLKDD
dataset.

METHODOLOGY

Research Design

This research employs a quantitative approach to analyze customer
satisfaction with the painting and welding monitoring system. The study
integrates the Naive Bayes algorithm to predict satisfaction levels based on key
attributes.
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Figure 1. Research Flow Chart
Data Collection
Primary data were collected through structured surveys distributed to 150
respondents, including employees and users of the monitoring system. The
survey used a five-point Likert scale to assess factors such as reliability, usability,
and information accuracy.

Data Preprocessing

Collected data underwent preprocessing to ensure accuracy and relevance.
Steps included handling missing values, normalizing responses, and encoding
categorical variables. The dataset was divided into training (80%) and testing
(20%) sets for model validation.
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Figure 2. Data Training & Testing
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Figure 3. Data After Preprocessing
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The Naive Bayes algorithm was implemented using RapidMiner. Key steps
included feature selection, model training, and performance evaluation. Metrics
such as accuracy, precision, and recall were used to assess model effectiveness.
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RESEARCH RESULT

Data Analysis
Survey responses revealed the distribution of satisfaction levels across
three categories:
e High Satisfaction (Range 1): Representing respondents highly satisfied
with system reliability and ease of use.
e Medium Satisfaction (Range 2): Indicating areas for improvement,
particularly in response time and technical support.
e Low Satisfaction (Range 3): Highlighting dissatisfaction, often linked to
system inaccuracies or interface challenges.
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Model Performance
The Naive Bayes model achieved:
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These results underscore the algorithm’s effectiveness in classifying satisfaction
levels. Reliability emerged as the most significant factor, followed by usability
and accuracy.
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Figure 12. Model Accuracy Results

DISCUSSION

The findings confirm the Naive Bayes algorithm’s suitability for customer
satisfaction analysis. The high accuracy demonstrates its potential for real-world
applications, particularly in identifying key drivers of satisfaction.

While reliability is the dominant factor, addressing usability and accuracy
can further enhance satisfaction. The study also highlights the need for improved
data preprocessing and model optimization to address limitations such as feature
independence assumptions.
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CONCLUSIONS

This study clearly illustrates the robust potential of the Naive Bayes
algorithm in effectively assessing customer satisfaction. The findings emphasize
the fundamental importance of ensuring system reliability, usability, and
accuracy, as these factors directly contribute to a positive user experience and
long-term customer retention.
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RECOMMENDATIONS

e DPrioritize enhancing system reliability to foster greater user confidence
and establish a strong, trustworthy reputation.

e Revamp the user interface to ensure seamless navigation and improve
accessibility, catering to a diverse user base.

o Leverage advanced data analytics techniques to enable continuous
performance optimization and offer timely, data-driven insights for
proactive decision-making.

o This version adds a layer of professionalism and clarity to your
conclusions and recommendations. Let me know if you'd like
further adjustments!

FUTURE RESEARCH

Future studies should consider exploring alternative algorithms, such as
Random Forest or Support Vector Machines, to improve predictive accuracy and
model performance. Additionally, expanding the dataset to include a broader
range of variables, coupled with the integration of qualitative insights, can
provide a deeper and more comprehensive understanding of customer
satisfaction, ultimately leading to more robust and actionable findings.
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